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A B S T R A C T

One of the primary challenges in utilizing additive manufacturing for load-bearing metal components in the
aerospace industry lies in the relatively low fatigue strength and significant variability stemming from the
typically rough as-built surfaces. The goal of this research is to develop a model able to robustly correlate
parameters obtained by non-destructive measurements to the fatigue strength of a generic surface state for
a cobalt-chrome alloy manufactured via laser powder bed fusion (L-PBF). The results show that a relatively
accurate estimation of fatigue strength of a generic surface quality can be performed via high-quality non-
destructive roughness measurements coupled with statistical considerations and fracture mechanics-based
assessments. This provides the capability of comparing different surface states and selecting the best option
for fatigue strength with limited experimental effort and might prospectively set the basis for qualification of
L-PBF components in the presence of rough surfaces.
1. Introduction

Fatigue properties of additively manufactured (AM) materials are
mainly driven by anomalies [1,2]. Although the comprehension of
defect formation [3] and the development of optimized machine pa-
rameters for hatch filling and contouring allows minimizing frequency
and size of porosity and lack of fusion, obtaining completely anomaly-
free structures remains challenging with current technologies. Internal
porosity can generally be closed via hot isostatic pressing (HIP). After
HIP, the vast majority or the totality of fatigue failures are driven by the
surface state. As 100% machining on AM parts would hinder exploiting
some of the main advantages of the technology (i.e., shape complexity,
ability to manufacture thin walls and internal channels), significant
effects caused by as-printed surface state shall be accounted by design.

Considering laser powder bed fusion (L-PBF), surface roughness in
the as-printed condition is generally much larger compared to conven-
tional manufacturing. Surface features (stair-case effect [4], cavities,
asperities, waviness [5]) act as local stress raiser introducing debits
on fatigue strength as large as 40%–60% of conventionally machined
condition [6]. Due to the stress concentration effects of the deep-
est/most critical surface features, it is then clear that average line
roughness parameters are not well correlated to the fatigue strength
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of AM materials [7,8]. Recent literature has shown that the most
significant roughness parameter (in terms of correlation with fatigue
lives or fatigue strength) is the maximum profile valley depth param-
eter 𝑅𝑣 or 𝑆𝑣 [9] for linear or areal measurements respectively, or
some modification of it [10]. Such correlations are usually helpful
in a qualitative way only and it is doubtful, as it happens for AI-
based analyses [11], if it is possible to extrapolate the predictions to
textures/anomaly sizes different from the ones in the testing databases.
However, no clear evidence of the correlation between roughness-based
measurements and the size of the anomaly at the origin of fatigue
failure is provided. Similarly, approaches based on equivalent initial
flaw size (EIFS) [12] can provide the interpretation of tests and the
influence of feature size or surface residual stresses [13], but they are
not based on measured surface features.

On the other hand, fracture-based analyses have been extensively
and successfully applied to net-shape surfaces adopting profile val-
ley depth as the relevant parameter for initial flaw size and mod-
elling the surface features as ’short cracks’ [14–19], even based on
X-ray micro computed tomography (𝜇-XCT) measurements of the sur-
face features at the origin of fatigue failure [20,21]. As compared to
other analyses based on fatigue notch factor [22–24], the fracture-based
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Table 1
Comparison of roughness measurement techniques in AM.

Measurement method Type of information Features of main technologies

Contact stylus (CS) [35] Profile topography
measurement

Unless the topography is simple, and characterized by a dominant lay, profile-based
measurements are intrinsically limited in their representativeness capability. Furthermore, the
mechanical surface is inherently filtered by the convolution introduced by the tip, resulting in
systematic errors in the measurement of sharp and steep topographical features.

Confocal Microscopy (CM)
[29,36]
Focus Variation microscopy (FV)
[37]
Coherence Scanning
Interferometry (CSI) [28,38–40]
Conoscopic holography [41]
Atomic Force Microscopy (AFM)
[42]
Elastomeric sensor [43]

Areal topography
measurement

The larger and more densely sampled area allows for a more statistically representative and
robust measurement. Technologies interact differently with specific AM surface features.
CM and FV technologies can be challenged by the highly irregular nature of the typical
topographies being measured, but the acquisition time is significantly less than raster-scanned
techniques (e.g., AFM). CM and FV can manage high roughness, but may introduce some
systematic errors in measurements of peaks and valleys of AM surfaces
CSI: highly irregular AM surfaces can present challenges in terms of local slope and vertical
scale of roughness [44]. These may be compensated by ad-hoc measurement techniques [38]
enabling high accuracy counterbalanced by extremely long measurement time

(micro)X-ray computed
tomography (𝜇-XCT) [33,45–47]

Volumetric
measurement

Surface information can be extracted from volumetric data with no limitations due to vertical
walls and undercuts. The main hurdles to the widespread adoption of 𝜇-XCT as a mean of
measuring surfaces of AM parts reside in currently poor spatial resolutions of the measurement,
and lack of complete understanding of metrological performance and error sources, which are
necessary for a proper calibration of the surface extraction algorithms (mainly based on
thresholding/edge detection) [32,34,48]
methods have the advantage of being adopted for component assess-
ment/qualification [2,25,26]. Therefore, they seem to be more directly
applicable to the assessment of the fatigue quality of net-shape AM
parts by surface roughness measurements and to the acceptability of
unintentionally processed (defined as process escape condition in [27])
urfaces.

Besides surface topography, subsurface or surface-connected anoma-
ies can behave as preferential points for crack initiation [5,28]. Conse-
uently, their detection can be difficult via conventional contact-based
easurement methods [29,30]. Several measurement methods can be

dopted to overcome the limitations of profilometry, e.g., non-contact
urface characterization via Confocal microscopy (CM), Focus variation
icroscopy (FV), Coherence scanning interferometry (CSI), or volumet-

ic inspections via X-ray micro computed tomography (𝜇-XCT) [31–33].
Recent literature has shown that the several available technologies
present different capabilities in measuring the surface of AM compo-
nents, thus introducing statistically significant differences among the
results [32,34]. Table 1 briefly summarizes the main limitation of the
most widely applied measurement techniques in AM.

Actually, there are no literature data that show clearly a comparison
between roughness measurements and size of surface features at the
origin of the failures in net-shape surfaces and, consequently, how
precise the estimated fatigue strength could be for a given AM surface.

The goal of this research is to cover this gap and to develop a model
able to robustly correlate parameters obtained by non-destructive mea-
surements to the fatigue strength of a generic surface state for a
cobalt–chrome–molybdenum alloy manufactured via L-PBF in different
orientations. This is achieved by characterizing the surface quality of a
variety of surface conditions through destructive and non-destructive
techniques. Experimental observations are finally correlated to the
results of fatigue testing on 4-point bending specimens through a
fracture-based fatigue model, where surface topography is accounted
for in terms valley depth.

2. Experiments and methods

Multiple series of 4PB specimens in Co–Cr–Mo alloy were manufac-
tured along different orientations respect to the base plate, in order to
mimic the various features of a real component, as shown in Fig. 2.

Details about specimen manufacturing are reported in Section 2.1.
The test articles were investigated by means of non-destructive mea-
surements (𝜇-XCT and different roughness measurements reported in
Sections 2.2 and 2.3) before and after the fatigue tests, then analysed
to reveal the features at the origin of failures (Section 2.4.1). Fig. 1
2

provides an overview of the experiments and methods.
2.1. Print and specimen manufacturing

Tested specimens were manufactured in the GE Avio’s laboratory
TAL (Turin Additive Lab.) dedicated to additive components industri-
alization, qualified according to aerospace specifications and approved
for the production of flight-worthy hardware. The machine used was a
GE Additive Concept Laser M2 Series 5, with a build volume of 245
× 245 × 350 mm (x, y, z) and 2 lasers of power 1 kW each. The
machine was utilized on a single laser mode on each sample (no laser
stitching utilized). GE machine operators ensured a correct calibration,
maintenance and environmental conditions during the manufacturing
of the specimens.

Powder material utilized was Co–Cr–Mo Cobalt-28 Chromium-6
Molybdenum alloy [49] developed and characterized by GE Aerospace
for the production of certified components, such as the CFM Leap fuel
nozzle tip. Powder source, size, composition, and reuse conformed to
production standards. More details can be found at [50].

Melting process parameters, such as laser power, spot size, travel
speed and laser dwell time, in combination to hatch strategy for internal
areas and external surfaces were set as per production standard. Par-
ticular attention has been kept during the slicing process to reproduce
on the testing surface of each sample a thermal history and phases
transition close to a real production part.

The full set of specimens was printed on four different jobs, mixing
inclinations and types to avoid statistical clustering on a specific job
or plate position. Horizontal specimens were supported with vertical
lamellar support, then removed manually. Vertical (V), upskin (U),
and downskin (D) specimens were printed with a ‘‘wing’’ support, not
attached to the specimens. The intent of such support is engaging the
rake prior to the testing surface and increasing the thermal stability of
the print. An example of such disposition is given in Fig. 3.a, while a
detail of the wing support is provided in Fig. 3.b.

Fig. 3.c provides the drawing of the 4PB coupon, while Table 2 sum-
marizes the differences between the series of specimens investigated.

Post-processing operations included powder evacuation, vacuum
stress relief, platform removal by electro-discharge machining, HIP, and
solubilization heat treatment. The specimens were then subjected to
accurate machining for ensuring tight planarity tolerances between the
contact surfaces for load and support rollers. 0.5 mm × 45◦ chamfers
were eventually ground on all sides of the specimens’ tested surface to
avoid failures from corner cracks.

Table 2 provides a summary of the 7 series of 4PB fatigue specimens
manufactured. Each series is composed of 12 coupons. The inclination

angle is evaluated clockwise with respect to the build plate (horizontal
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Fig. 1. Manufacturing, testing and post-testing steps for a series.

Fig. 2. Scheme of build orientations related to L-PBF technology: (a) example surface orientation of a component [51]; (b) orientation of specimens manufactured within this
research activity. The blue line represents the surface of interest for fatigue strength assessment, which is subjected to maximum stress in this four-points bending configuration.
The inclination angle of the surface of interest with respect to the build-plate is indicated.
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Fig. 3. Detail of 4PB specimens: (a) L-PBF built disposition and configuration; (b) Detail of wing support on downskin specimen; (c) Technical drawing highlighting the surface
subjected to maximum stress (dimensions are in mm).
Table 2
Detail of the specimens orientation and condition for each series.

Series Surface status Orientation Angle Contouring

M Machined Vertical 90◦ Yes
H As-built Horizontal 0◦ Yes
V As-built Vertical 90◦ Yes
U As-built Upskin 45◦ Yes
D As-built Downskin 135◦ Yes
H𝑛𝑐 As-built Horizontal 0◦ No
D𝑛𝑐 As-built Downskin 135◦ No

plane), as shown in Fig. 2.b. In order to quantify the effect of contouring
strategy, two as-built series (horizontal and downskin) were printed
without contouring. These are labelled with the subscript ‘‘nc’’.

2.2. X-ray tomography

X-ray micro-computed tomography (𝜇-XCT) scans were performed
at the Stellenbosch CT scanner facility. A high-resolution scan of the
gauge length was performed at 12.5 μm voxel size at 200 kV, 50 μA and
4

0.2 mm Cu filter with a General Electric VTomex L 240 kV (General
Electric Sensing and Inspection Technologies Phoenix X-ray, Wun-
storff, Germany). Reconstruction was performed using system-supplied
DATOS 2.0 software. Image processing, including post-process align-
ment and evaluation of crack formation after fatigue testing, was per-
formed using VGSTUDIO MAX 3.5 software (Volume Graphics GmbH,
Heidelberg, Germany). The scan parameters were optimized for the
sample type considering X-ray penetration, image quality obtained
and voxel size. Co–Cr–Mo alloy is very strongly absorbing for X-rays,
making it challenging to find suitable parameters. A smaller voxel size
would lead to many artefacts while a larger voxel size would not give
sufficient detail detectability on surface features.

Coupons were investigated before and after fatigue testing as re-
ported in [52]. The 𝜇-XCT analysis was performed on 5 specimens
from all 6 series left in as-printed state using the procedure described
below. A total of 60 scans was performed on 30 unique specimens. An
initial de-noising was applied using Gaussian 3 × 3x3 filter followed by
advanced surface determination to precisely define the edge between
material and air. This used an initial global threshold automatically
selected based on the grey scales in the data, which locally refines the
threshold based on the local grey values.



International Journal of Fatigue 178 (2024) 108018S. Romano et al.

t
t
a
e
o
d

v
t
o

For each ‘‘before’’ sample, a region of interest on the flat surface
was then selected for analysis which includes the whole surface region
subjected to maximum stress. A best-fit plane was selected across this
region, and a CAD geometry defined from the plane. The deviation
between the plane and the actual surface was then calculated using a
nominal-actual comparison. From this analysis, the statistical deviation
provides information that can be used to extract roughness parameters
as described in Section 2.3.

To evaluate the effect of surface anomalies, specimens before and
after fatigue testing were aligned and compared to identify crack
locations in the ‘‘after’’ scan in relation to surface features present in the
‘‘before’’ scan. Crack initiation locations were identified in ‘‘after’’ scans
using optimized 2D contrasted images along all three axes and scrolling
through the full data. Markers were placed on these locations on the
surface, and the aligned ‘‘before’’ state was evaluated in comparison.
The results of 𝜇-XCT analyses are described in Section 3.2.

2.3. Topography characterization

Surface topographies were measured by CSI with a state-of-the-
art Zygo NewView 9000 hosted at the facilities of the MInd4Lab
at Politecnico di Torino. The instrument was equipped with a 5.5×
Michelson objective (numerical aperture 0.15) and a digital 0.5× zoom,
having a squared pixel of (3.15 × 3.15) μm and field of view (FOV) of
(3.15 × 3.15) mm. The central portion of the surface was measured by
stitching 8 × 2 FOVs, resulting in a measured area of (23 × 4) mm.
No signal oversampling nor averaging was applied, for the measured
surface quality was deemed sufficient due to the very low number of
non-measured points [38]. The surface characterization was performed
according to the ISO 25178-2 [53] on the scale-limited surface (SL-
Surface) by applying a robust Gaussian filter with nesting index 10 μm
for denoising and small scale elimination, F-operator to remove form
by least square plane fitting, and robust Gaussian L-filter to elimi-
nate waviness with nesting index of 2.5 mm. Nesting indexes were
selected according to the standard prescriptions given in ISO25178-
3 [54]. Prior to the F-operator application, non-measured points and
measurement disturbances were removed with the gaussian process
regression method [55].

Similarly, topographies measured by 𝜇-XCT were characterized fol-
lowing the same methodology. Fig. 9.a provides an example of rough-
ness analysis performed via 𝜇-XCT. Considering the resolution of the
tomographic measurement, the nesting indexes were set to 80 μm and
2.5 mm, respectively for the S-filter and the L-filter [54]. The analysis
aims to assess the sensitivity and systematic differences, already known
from the literature (see Table 1), of the two areal surface topography
measuring methods with respect to the building direction, whose effect
is currently unreported in the literature.

Furthermore, profile measurements were performed to estimate the
sensitivity and representativeness of the surface topography measure-
ment method in assessing the severity of the anomalies at the origin
of failure. In particular, 5 contact stylus (CS) measurements were
performed parallel to the longitudinal side of the specimen surface.
As common practice in literature, despite the liability of severe scatter
in the results and under-sampling the optical surface, 60 profiles were
extracted from the CSI-measured surfaces. Profiles (both resulting from
the CS measurement and the sampling of the optical surface) were
analysed according to the ISO4288 standard [56] with a sampling
length of 0.8 mm for H surfaces and of 2.5 mm for others, and an
evaluation length of five times larger than the sampling length. The
roughness profile is characterized after the application of a Gaussian
filter with a cut-off equal to the sampling length.

Measured surfaces and profiles are characterized in terms of arith-
metic mean height (𝑆𝑎, 𝑅𝑎), root mean square height (𝑆𝑞, 𝑅𝑞), Skew-
ness (𝑆𝑠𝑘, 𝑅𝑠𝑘), Kurtosis (𝑆𝑘𝑢, 𝑅𝑘𝑢), maximum height (𝑆𝑧, 𝑅𝑧), max-
imum valley/pit depth (𝑆𝑣, 𝑅𝑣), and root mean square gradient 𝑆𝑑𝑞.
5

Evaluation of parameters is performed by state of the art commercial
software MountainsLab v8.1. Additionally, the mean parameters 𝑅𝑝𝑚
and 𝑅𝑆𝑚 parameters will be evaluated on profiles (either measured by
contact stylus or extracted from topographical measurements), respec-
tively representing the average of the maximum peak height and the
average of the spacing of profile features. A non-standard method for
the calculation of the spacing parameter 𝑅𝑆𝑚 is adopted in accordance
with the works of Scott and Seewig [57,58]. The issues with the
standard definition of 𝑅𝑆𝑚 arise during the implementation because
he definition can be ambiguously interpreted when additive manufac-
ured surfaces are considered. Seewig and Scott proposed unambiguous
lgorithms for calculating 𝑅𝑆𝑚, which allowed distinguishing the rel-
vant profile elements for the spacing and deleting the insignificant
nes based on clear criteria and on quantitative thresholds for the
iscrimination.

Literature links anomalies at the origin of failure with topographical
alleys [21,59,60]. Therefore, the comparison of instrument represen-
ativeness and measurement robustness will be performed on the basis
f the maximum valley/pit depth, i.e., 𝑆𝑣 for the surfaces and 𝑅𝑣 for

the profiles. Other parameters will be reported in Appendix to support
the discussion.

An essential feature to enable a fair comparison is to ensure that
the same length scale is considered. Therefore, a scale-limited surface
resulting from the application of both denoising (S-filter) and large
scale filtering (L-filter), shall be considered to tie the evaluation of
the critical valley to the roughness profile [6,10,52,61]. However, it
is apparent that filtering removes a certain surface variability, and
stronger filtering results in reduced height ranges (𝑆𝑧) which is the
upper limit for the maximum valley depth 𝑆𝑣. Thus, the effect of filter-
ing on the estimation of the surface parameter to the approximation of
the fractography damage estimation is also considered. Specifically, 𝑆𝑣
is evaluated on the SL-surface and on the SF-surface, i.e. the surface
obtained after the application of the S-filter and the F-operator (thus
not applying the L-filter). This is not applied to the profiles, for the
adoption of 𝑅𝑣 is reported in literature and considered a benchmark.

2.4. Fatigue tests and fractography

All 4PB fatigue tests were carried out on an INSTRON E10000
having a load capacity of 10 kN. The tests were performed at a stress
ratio R = 0.1 with a test frequency of approximately 30–35 Hz. The
run-out condition was set to 107 cycles, while the failure condition
corresponds to a stiffness drop of 10%.

For the scope of this project, that looks for a correlation between
surface features and fatigue properties, the 4PB specimen geometry was
selected to avoid geometrical stress concentrations and to maximize the
stressed region.

Comparing with the literature, Beretta et al. [19] adopted 3PB
specimens. These specimens have a limited zone subjected to maximum
stress, which can be estimated of about 𝑆90% = 3.6 × 6 ≈ 21mm2

considering the area subjected to at least 90% of the maximum applied
stress.

Nicoletto [62,63] proposed a 3PB miniature specimen geometry for
L-PBF Ti-6Al-4V specimens, which enabled highlighting a significant
effect of specimen orientation. The total length of the specimen is only
22 mm, with the aim of maximizing the material saving. In this case,
the highly stressed area is reduced to 𝑆90% ≈ 5 × 1 ≈ 5mm2.

Narra et al. [64] adopted a 4PB test configuration for the quali-
fication of L-PBF Ti-6Al-4V miniature samples with varying anomaly
populations. Such 4PB test configuration consists of two force-rollers
with 10 mm span and two pin-rollers with 30 mm span. The total length
of the specimen is 35 mm, with 𝑆90% = 12 × 5 = 60mm2.

The test setup adopted in the present work kept the force rollers’
span at the value of 10 mm, but the span of the pin-rollers was doubled
at 60 mm. With such an arrangement (similar to the one adopted

2
in [65]), the highly stressed area reaches 𝑆90% = 15 × 5 = 75mm .
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Fig. 4. The 4-point bending set-up schematic indicates the free displacements (single-headed arrows) and the rotations (double-headed arrows) which guarantee the load alignment
and the symmetric specimen loading; the experimental vertical displacement and bending strain maps obtained via DIC measurements demonstrate the symmetric specimen
deformation and also demonstrate the correct stress calculation.
The 4PB configuration is not isostatic and it is therefore very
sensitive to specimen tolerances: initial trials showed that the stress
distribution is not symmetrical, if special arrangements are not adopted.
Therefore, a special 4PB device was adopted (MTS 642.05A-02 bend
fixtures) that allows the top pins to rotate around the proper axis
and, additionally, rotate out of the main bending plane to guarantee a
perfect alignment and a symmetric specimen loading. A series of tests
with digital image correlation (DIC) allowed verifying the linearity of
stresses vs. applied load with this arrangement (see Fig. 4).

2.4.1. Fractography
Specimens after the fatigue tests were broken under liquid nitrogen

and the fracture surfaces were observed under a Scanning Electron Mi-
croscopy (SEM, Zeiss EVO15, equipped with Secondary Electrons, SE,
and High Contrast Back Scattered electron, HCBSE, detectors; operated
at 20 KV with a working distance of 8.5 mm) to reveal the anomalies
at the origin of the failures. Measurements of the anomaly size were
taken in terms of

√

area parameter proposed by Murakami [59], whose
application to surface features was discussed in [19,21,52].

3. Results

3.1. Topography characterization

Fig. 5 shows the surfaces analysed via CSI. H surfaces present a nar-
row range with large features. Conversely, the height range increases
as gravity becomes more and more dominant, and the feature size
significantly decreases. Qualitatively, the V surface presents traces of
the layers as valleys across the shorter side of the surface.

Surface parameters have been evaluated according to the method-
ology described in Section 2.3. Figs. 6 and A.16 show the results,
highlighting the effect of building condition. Pairwise non-parametric
hypothesis testing, to dispense with non-trivial distributional assump-
tion, is performed to test for equality of median at 95% confidence
level, with a Mood’s median test [66]. As it can be appreciated, the
effect of build angle results in an increasingly rougher surface in terms
6

of all considered parameters, even though the most critical increase
is provided by the downskin surface. More progressive growth in the
increase of roughness is well captured by the Sdq (see Appendix),
consistently with its definition.

Contouring effect can be appreciated when comparing H and H𝑛𝑐 ,
for upskin surface, and D and D𝑛𝑐 , for downskin. For upskin, no statisti-
cally significant changes can be appreciated. Conversely, for downskin,
the presence of contouring, which is what is actually measured for a
highly sloped downskin surface is statistically appreciated. In particu-
lar, lack of contouring (D𝑛𝑐) generates a surface more random (Ssk ∼ 0
and Sku ∼ 3) and with deeper valleys, which might be liable for reduced
fatigue life. This specific result is consistent with the interaction of the
building strategy, i.e. the contouring, with the considered downskin
surface. In fact, what is actually measured in the downskin geometrical
configuration is the contouring effect, i.e. the perimeter of the raster-
scanned areas. Contour, when is present (series D), reduces the distance
(from a topographical point of view) between layers by remelting
the perimeters and thus smoothing the transition hence resulting in
shallower valleys.

The effect of measuring instruments and filtering is reported in
Fig. 7. As it can be appreciated considering the same length scale of
a roughness profile (i.e., CSI profile, 𝜇-XCT profile and the stylus thus
evaluating 𝑅𝑣) and of SL-surface (i.e., CSI-SL and 𝜇-XCT-SL thus evalu-
ating 𝑆𝑣) 𝑅𝑣 evaluated from profiles is systematically underestimating
the valley depth. This is the result of a superimposition of two effects,
i.e., the worse representativeness of a profile measurement and the
mechanical convolution of the stylus with the surface introducing a
further filtering on the surface. The latter effect, which is ultimately
tied to the lateral resolution, is particularly appreciable considering
the profilometry measurements only. In fact, CSI results in a higher 𝑅𝑣
thanks to the better resolution. Such resolution effect can also be seen
considering at the same length scale topographical measurement by CSI
and 𝜇-XCT. The CSI having better resolution (∼ 3 μm lateral and 1 nm
vertical) can measure deeper and steeper features that 𝜇-XCT (with a
voxel size of ∼ 12.5 μm).
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Fig. 5. Measured surface topographies of the considered specimens. One sample per series is shown.

Fig. 6. Comparison of the evaluated topographical parameters on the CSI-measured surfaces depending on the building angle: (a) areal arithmetic mean deviation Sa, (b) areal
maximum valley depth Sv. Other parameters are reported in Appendix.
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Fig. 7. Comparison of the effect of measuring instrument and filtering on maximum valley depth.
Fig. 8. Comparison of the effect of measuring instrument and filtering on average height.
Coming to the effect of filtering, given the same instrument (CSI
or 𝜇-XCT), as per literature and as expected, SL-surface 𝑆𝑣 is sys-
tematically smaller than SF-Surface 𝑆𝑣. This is due to the removal
of additional topographical larger scales components. Complementary
results are reported in terms of 𝑆𝑎 in Fig. 8, in which case less evident
changes can be appreciated thanks to its robustness. Additional results
are reported in terms of 𝑆𝑞 and of 𝑅𝑠𝑚 in Appendix.

3.2. Detection of crack locations

After fatigue testing, crack initiation location was evaluated and
the surface feature at the origin of fatigue failure was identified.
8

Some coupons highlighted the presence of multiple surface cracks, as
depicted in Fig. 9.b. The features of interest were then identified in the
reconstructions of coupons scanned before tests. In most cases, little
visual change was observed but cracks could be easily correlated to
the deepest surface depressions, as is clearly visible in Fig. 9.c.

3.3. Fatigue test results

Following the same methodology of ASTM E739 [67], the JSME
standard method [68] with small sample number was adopted for the
analysis of the finite-life part of the S-N curve of each series, that is
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Fig. 9. Details of 𝜇-XCT investigation: (a) definition of region of interest and reference plane for roughness analysis; (b) evidence of multiple cracks on one U specimen; (c)
comparison of 𝜇-XCT image before and after fatigue testing on one D𝑛𝑐 specimen showing that crack nucleated from deepest surface intrusion detected before test.
described by the following relationship:

𝛥𝜎 = 𝐶 ⋅𝑁−𝑏 (1)

where the constants C and b are the outcome of the regression with the
least-squares method.

Hodge–Rosenblatt’s up and down method with a short stair-case
sequence [69] of 6 specimens was used as prescribed in [68] to estimate
the fatigue limit. A 50% failure probability is computed as the average
of stair-case experimental results of the fatigue tests. Failures in the
stair-case region were not included in the fit of the finite life region.
9

The specimens that went run-out were retested at a higher stress
range to obtain fracture surfaces to be checked at the SEM. The mea-
surements of the surface features at the origin of the failures (discussed
in Section 3.4) is shown in Fig. 10.b.

The S-N curves of the various series are shown in Fig. 10.a, nor-
malized by the endurance limit of the machined series. Failures are
represented by cross-markers and run-outs by empty triangles; the
regression curve of the fatigue data at the 50% failure probability is
a solid-coloured line.
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T

3

i

Fig. 10. Fatigue test results for the L-PBF Co–Cr–Mo alloy: (a) Comparison of S-N curves normalized with respect to the endurance limit of the machined series; (b) Largest
extreme value distribution (LEVD) probability plot of the size of the anomaly at the origin of failure for the as-built series.
Table 3
Parameters of the S-N curves of all the tested series: slope of the
finite-life region 𝑏, normalized experimental fatigue limit 𝛥𝜎𝑓 ∕𝛥𝜎𝑓,𝑀 and
number of cycles at the knee-point 𝑁lim.
Series b 𝛥𝜎𝑓 /𝛥𝜎𝑓,𝑀 𝑁𝑙𝑖𝑚 [cycles]

M 0.084 1.00 4.69 ⋅ 105

H 0.27 0.49 1.79 ⋅ 106

U 0.23 0.46 1.96 ⋅ 106

V 0.21 0.44 2.24 ⋅ 106

D 0.28 0.38 1.24 ⋅ 106

𝐻𝑛𝑐 0.23 0.46 2.71 ⋅ 106

𝐷𝑛𝑐 0.31 0.37 7.25 ⋅ 105

A summary of all the parameters of the S-N curves is displayed in
able 3:

• 𝛥𝜎𝑒 is the normalized endurance limit at 107 cycles for the 4PB
tests at R = 0.1;

• 𝑁lim is the number of cycles at the knee point of the S-N curve at
the endurance limit.

.4. Analysis of fractures and surface anomalies

The main anomaly types observed at the fracture origin are depicted
10

n Fig. 11. No sub-surface or internal anomalies were found at the
fracture origin. The criteria adopted to measure anomaly size are
summarized below.

• Grains: This is an anomaly typical for the horizontal series H and
H𝑛𝑐 (smooth surface, Fig. 11.a) and, sometimes, for vertical and
upskin series (waved surfaces, Fig. 11.b). In these latter cases such
anomalous grains are localized at the bottom of surface valleys
generated by the building process. In the case aggregates of weak
grains are present at the fracture origin, the anomaly size is taken
as square root of the weak grain region area on the fracture
plane (see Fig. 12.a). The weak grain region is selected by visual
analysis of the grey intensity variations on the SEM image;

• Intrusion: a deep surface depression (width w much smaller than
depth t). In the case a surface intrusion is present at the fracture
origin (see Fig. 11.c);

• Groove: this is a shallow and elongated crack initiation zone on
the surface (Fig. 11.d) where the inherent surface roughness (one
large and shallow surface depression or a series of valleys) can
be considered as an elongated anomaly with large width-to-depth
ratio 𝑤∕𝑡 (see Fig. 12.b).

Intrusions and grooves are found randomly on the fracture surfaces
of the U, V series and frequently, and with pronounced sizes, on the
fracture surfaces of rough D and D𝑛𝑐 series.

According to Murakami [59], the fatigue failure depends on the
driving force of the failure-leading crack, i.e., on the Stress Intensity
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Fig. 11. SEM observations of typical anomalies: (a) anomalous grain in smooth horizontal H series; (b) anomalous grain at the valley of series upskin 45◦ U; (c) deep intrusion
in downskin 135◦ D series; (d) groove in downskin non-contour D𝑛𝑐 series.
Factor (SIF) that can be easily calculated through the
√

area parameter.
By defining the anomaly thickness t and width w,

√

area can be simply
estimated as:

• square root of the projected area of a 3D anomaly on a plane
perpendicular to the loading direction, if 𝑤∕𝑡 < 10;

•
√

10 ⋅ 𝑡 for elongated anomalies or surface grooves (𝑤∕𝑡 > 10)
(e.g., this is the typical configuration for surface grooves in D and
V series, see Fig. 11).

The anomaly depth on the SEM images of the fracture surfaces is
measured as described in [52]. In details, the position of the reference
line is determined by first identifying the highest protrusion in the crack
initiation zone, and then shifting the line starting from the peak of
the protrusion through the centre of the specimen of the amount 𝑅𝑝𝑚
(mean profile peak height). This process allows setting the reference
line so that the height of protrusions and attached particles, that do
not induce any stress concentration or singularity, are not measured as
part of the initial anomaly (see Fig. 12.b). The 𝑅𝑝𝑚 profile roughness
parameter used to position the horizontal reference line on the SEM
fractography image is averaged over all the profiles from CSI surface
topographies of all the specimens of a series. The profile measurement
methodology is described in Section 2.3.

The Gumbel (or LEVD) distribution is suitable to describe the size
distribution for anomalies at the failure origin in terms of

√

area
and it has shown to be applicable also to surface features [21]. The
cumulative density function (𝐹 ) of the anomaly size is defined by
Eq. (2):

𝐹 (
√

area) = exp

⎧

⎪

⎨

⎪

−exp

⎡

⎢

⎢

⎢

−

(

√

area − 𝜆
)

𝛿

⎤

⎥

⎥

⎥

⎫

⎪

⎬

⎪

(2)
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⎩ ⎣ ⎦⎭
Table 4
Parameters of the LEVD of anomaly size at fracture origin for all the tested series.

Series 𝛿 [μm] 𝜆 [μm] 𝜇 [μm] 𝜎 [μm]

H 18.0 81.7 92.1 23.1
U 25.4 82.6 97.2 32.6
V 33.8 169.1 188.7 43.4
D 90.9 369.2 421.6 116.6
𝐻𝑛𝑐 28.3 102.6 118.9 36.3
𝐷𝑛𝑐 100.6 520.4 578.4 129.0

whose parameters are the location parameter 𝜆 (which is the modal
value of the distribution) and the scale parameter 𝛿.

This distribution statistically describes a population obtained from
a Block Maxima sampling, i.e., where only the maximum values have
been sampled [70]. This is the case for the surface features of 4PB
specimens, as the stress is uniform in the central region, so the most
detrimental feature over this area acts as preferential crack initiation
location.

Fig. 10.b shows the LEVD distributions interpolating the anomaly
size at the origin of failure for each series: data are plotted on Gumbel
probability plots (the 𝜆 parameter corresponds to a 𝑦-axis value of 0).
As it can be seen, the slope of the lines (which is related to the data
dispersion) is quite similar for all the sample orientations except for
series D and 𝐷𝑛𝑐 , which correspond to the largest anomalies. There is
a clear trend of increasing defect sizes from series H to D: it evidences
a significant correlation between the size of critical surface anomalies
and fatigue strength (see Table 4).
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Fig. 12. Measurement method for the size of the anomalies at the failure origin on SEM images of the fracture surface. The crack size equivalent to an anomaly with aspect
ratio: (a) 𝑤∕𝑡 < 10 is

√

area (example: anomalous grain /grain aggregates or intrusion); (b) 𝑤∕𝑡 > 10 is
√

10𝑡𝑚𝑎𝑥 with 𝑤 =anomaly width, 𝑡 =anomaly depth, 𝑡𝑚𝑎𝑥 max depth of the
grooves (example: surface grooves).
4. Analysis of results

4.1. Modelling of fatigue strength

It is widely accepted that modelling the short crack effect supports
the endurance limit prediction of AM parts [71–74]. To this aim, the El-
Haddad model [75] is utilized in this study to consider the short-crack
effect for the endurance limit 𝛥𝜎𝑤:

𝛥𝜎𝑤 = 𝛥𝜎𝑤,0

√

√

√

√

√

area0
√

area +
√

area0
(3)

√

area0 =
1
𝜋

( 𝛥𝐾th,LC
𝑌 ⋅ 𝛥𝜎𝑤,0

)2

(4)

where 𝛥𝜎𝑤,0 is the endurance limit stress range for anomaly-free ma-
terial,

√

area0 is the El-Haddad size parameter, and 𝛥𝐾th,LC is the long
crack SIF threshold range. Based on Eqs. (3) and (4), the El-Haddad
model requires two material parameters to be determined. Based on
previous Company test results on 𝛥𝐾th,LC and 𝛥𝜎𝑤,0 for the present Co–
Cr–Mo alloy, the

√

area0 parameter was expected to be relatively large
(≈ 250 μm).

Artificially micro-notched specimens were tested to get experimen-
tal confirmation of short cracks behaviour. A rectangular notch geom-
etry with dimensions of 0.1 mm depth and 0.3 mm superficial length
was selected, equivalent to an anomaly size of

√

area = 173 μm. Pro-
viding 𝛥𝐾th,LC and the endurance limit measured on notched specimens
𝛥𝜎

𝑤,
(

√

area=173𝜇𝑚
), Eq. (3) was then fitted considering the anomaly-free

endurance limit 𝛥𝜎𝑤,0 as a fitting parameter.
The fatigue test results are summarized in Fig. 13 including the

El-Haddad model and the endurance limit obtained with the micro-
notched fatigue specimens used to fit it (yellow-filled circular dot),
𝛥𝜎

𝑤,
(

√

area=173𝜇𝑚
). The failures are indicated with crosses, while run-

outs are indicated with circular dots. The horizontal position of all data
points was based on the equivalent anomaly size

√

area measured on
the fracture surfaces.

The fatigue test results indicate that the El-Haddad model properly
describes the endurance limit region for the present Co–Cr–Mo alloy,
and it is able to describe the effect of the surface anomalies in the
different test series.
12
Fig. 13. Fatigue test results compared with El-Haddad model (crosses represent
failures, while triangles are run-outs).

4.2. Comparison of measurements with anomalies at the origin of failure

The LEVDs of the maximum anomaly size/valley per specimen are
adopted to compare the surface measurements and the initial flaw size
detected on the fracture surfaces of the various series. The comparison
is based on the mean value and the bounds at a 95% unilateral
confidence at a fixed percentile. Fig. 14 shows the error bars of the
various series of specimens at the 50% percentile, where the confidence
bounds of the fractographic measurement are taken as reference and
displayed as a shaded region.

The results for CSI and 𝜇-XCT refer to 𝑆𝑣 evaluated on SF-surfaces
to avoid any impact of filtering on the anomaly size estimations,
considering the reasonable assumption that filtering removes relevant
components in the size estimation of anomalies at the origin of fatigue
failure; as per contact stylus results, 𝑅𝑣 is considered. Comparisons are
made in terms of

√

area. The 50% percentile of valley depth LEVD



International Journal of Fatigue 178 (2024) 108018S. Romano et al.

f

√

T
a
t

a
F
m
s
V
w
c
D

i
r
s
a
s
f
f
e
s
(

p
t

m
s
t
h
y
t

a
d
s
j
o
a

T

distributions (𝑡50 = 𝑅𝑣50 or 𝑆𝑣50) are converted to
√

area using Eq. (5)
or calculating the prospective average size for shallow surface defects.

area50 =
√

10 ⋅ 𝑡50 (5)

he error-bars are compared to the fractography data: whenever they
re included in the shaded bands, the surface measurements are deemed
o precisely estimate size of the anomaly originating fatigue failure.

Regardless of the measurement method, a clear ranking of the
s-built series emerges from the visual analysis of the error bars in
ig. 14.a (data are reported in Table A.6): downskin orientation is the
ost critical for fatigue, having the largest anomaly size among the

eries; conversely, the H-series and U-series appear less critical. The
-series has an intermediate anomaly size between the best and the
orst surface qualities. A beneficial effect of the contour is seen when

omparing the D-series, as D is associated to slightly smaller size than
𝑛𝑐 .

Comparing the different measurement methods (easier visualization
s provided in Fig. 14.b by normalization of percentile bands with
espect to the average of fractography measurements), it can be ob-
erved that the stylus does not superimpose with the other methods
nd largely underestimates the anomaly size. Moreover, there is a
ystematic difference between the fractography bands and the estimates
rom areal measurements with 𝜇-XCT and CSI, except for series U,
or which the bands are superimposed. The lack of accuracy of stylus
stimates can be due to two reasons: (i) the mechanical filter of the
tylus’s tip, which is unable to capture the narrow depressions [31];
ii) the fact that 1D measurements sample less area than areal ones.

‘‘𝜇-XCT-SF’’ systematically underestimates anomaly size as com-
ared to CSI, perhaps due to the lower resolution of the sampled
opography.

As far as the comparison between fractography and areal surface
easurements is concerned, the systematic underestimation that is

hown in Fig. 14 justifies the claim of dispensing waviness filtering
o avoid the addition of further 𝑆𝑣 reduced evaluation. In fact, as it
as been shown in Section 3.1, the characterization of an SL-surface
ields an underestimation of topographical parameters with respect to
he SF-surface.

There is an intersection between the bands of fractography and
real ‘‘CSI-SF’’ roughness estimates for most series and the systematic
ifferences between the areal CSI-SF roughness estimates consist of just
light underestimations for the roughest series, i.e. V, D, D𝑛𝑐 , which
ustifies the claim of dispensing waviness filtering to avoid the addition
f further 𝑆𝑣 reduced evaluation, as it has been shown in Section 3.1
nd recalled above.

Oppositely, the differences are most severe in the case of H-series.
his is also true for 𝜇-XCT-SF estimates. For the H-series, the over-

estimation is caused by the aspect ratio, as the approximation on
anomaly size introduced via Eq. (5) is only applicable to shallow
anomalies, while it conservatively overestimates the area in the pres-
ence of grains/intrusions anomalies.

The comparison between estimated anomaly size and fractographic
measurements is shown in Table 5 in terms of average values. It can be
seen that the maximum error for CSI is of the order of 20%.

4.3. Fatigue strength prediction from roughness measurements

The predictions for fatigue strength based on the anomaly sizes
estimated by CSI roughness measurements and Eq. (3) are shown in
Fig. 15, considering on the 2.5%, 50% and 97.5% percentiles of their
LEVD distributions. The experimental and estimated endurance limits
are reported normalized with respect to 𝛥𝜎𝑤0.

As evident from the results, the predictions demonstrate a relatively
good level of accuracy, as they successfully capture the overall trend
and exhibit overlapping of the scatter bands with the theoretical line
13

and its 2.5 − 97.5% scatter band (calculated by averaging the scatter of
Table 5
Errors (%) of the estimates of anomaly

√

area at the origin of fatigue
failures with respect to fractography. Bold green values represent es-
timates consistent with fractography, while red ones are significantly
different.

Series CSI-SF 𝜇-XCT-SF Stylus

H 47 45 −56
U 9 −6 −44
V −21 −38 −69
D −15 −30 −60
H𝑛𝑐 21 19 −64
D𝑛𝑐 −14 −27 −73

Fig. 14. Comparison between the anomaly size from fractography and the surface
measurements in terms of the 50% percentile

√

𝑎𝑟𝑒𝑎50 from the LEVD of the areal mea-
surements (distribution of maxima: 1 maximum per specimen/surface): (a) comparison
of the

√

𝑎𝑟𝑒𝑎50 bands for the different as-built series (the fractography-based bands are
the reference shaded region); (b)

√

𝑎𝑟𝑒𝑎50 bands for the different series normalized with
respect to the fractography

√

𝑎𝑟𝑒𝑎50; a shaded region representing the 10% error with
respect to the unity is depicted.

the fatigue limit across different series). However, it is worth noting
that a statistically significant difference is observed only for series
H. This difference can be attributed to the conservative estimation
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Fig. 15. Fatigue strength predictions for the different series estimated by Eq. (3) and
the anomaly sizes estimated by CSI roughness measurements.

of defect size using Eq. (5) assuming the defects to be grooves, an
assumption surely conservative for the actual shape of defects detected
on horizontal specimens.

The conclusion that can be drawn is that the roughness measure-
ments can be adopted for a local assessment of the surface quality
f a L-PBF part by comparing the estimated anomaly size with an
llowable calculated with deterministic safety factor or probabilistic
nalyses [76].

. Conclusions

This study explored the correlation between surface quality and fa-
igue strength of Co–Cr–Mo alloy produced through L-PFB, considering
rientation and contouring parameters. The objective is to develop a
traightforward yet reliable method for estimating the fatigue strength
f various surface states using non-destructive measurements.

The main conclusions of this research are summarized below:

• Newly designed 4PB specimens proved to be an excellent op-
tion to perform low-cost and rapid screening on surface fatigue
strength and distinguish different surface states. The use of these
specimens reduces powder requirements and space on the plat-
form compared to conventional fatigue coupons. Manufactur-
ing along any orientation becomes straightforward, and non-
destructive inspections are simplified thanks to the small speci-
men volume and flat surface of interest.

• Downskin specimens provided the lowest fatigue strength, with a
debit around 60% in the HCF region as compared to machined
coupons. Horizontal and upskin orientations showed the best
strength, with approximately a 20% improvement with respect
to the downskin. Vertical orientation fell in the middle.

• Contouring slightly improved fatigue strength independently on
the orientation.

• Different anomaly type and shape were found at the origin of fail-
ure depending on the orientation: high quality surfaces (horizon-
tal, upskin) showed grain aggregates or intrusions well described
by a semi-elliptical shape, while rougher surfaces (vertical and
14

downskin) presented elongated grooves.
• 𝜇-XCT performed before and after fatigue tests demonstrated that
fatigue failures were originated from deep valleys, and that the
maximum valley depth would be a good indicator of expected
surface fatigue strength;

• Fracture mechanics-based methods including a short cracks ap-
proach provided a robust estimation of fatigue strength in HCF
based on anomaly size evaluated via

√

area parameter. Maxi-
mum valley depth can conservative be adopted to estimate the
maximum anomaly size considering anomalies elongated on the
surface.

• Contact 1D measurements (stylus) provided similar qualitative
trends as non-contact 2D ones (CSI), but proved largely non-
conservative in determining the maximum valley depth. Rough-
ness calculation via 𝜇-XCT provided reasonably good results,
better than stylus, but less accurate than CSI.

• Good correlation was identified between 𝑆𝑣 parameter measured
via CSI and the anomaly sizes estimated with

√

𝑎𝑟𝑒𝑎 =
√

10 ⋅ 𝑆𝑣.

Considering the aforementioned factors, it can be concluded that
a precise estimation of fatigue strength for a generic surface quality in
additive manufacturing can be achieved through a combination of high-
quality non-destructive roughness measurements, statistical analysis,
and fracture mechanics-based assessments. This approach ensures a
reliable evaluation that paves the way for optimizing and enhancing the
performance of additive manufactured components. Additionally, this
would provide the capability of comparing different surface states and
selecting the best option for fatigue strength with limited experimental
effort, e.g., during parameter optimization, selection of most suitable
surface improvement techniques, or to verify process stability. Finally,
the method could set a basis for part design or life calculation depen-
dent on actual surface orientation, which could be a possible input for
future applications of probabilistic approaches.
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Appendix

See Figs. A.16–A.18 and Table A.6.
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Fig. A.16. Comparison of the evaluated topographical parameters on the CSI-measured surfaces depending on the building angle: (a) Sq, (b) Sdq, (c) Sz, (d) Ssk, (e) Sku.
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Fig. A.17. Comparison of the effect of measuring instrument and filtering on root mean square height.
Fig. A.18. Comparison of the effect of measuring instrument and filtering on spacing parameter RSm. This parameter is instrumental to
√

area and 𝐹 computations. Literature
defined relationship using this parameter for shielding. Because it is native and specific to profile characterization, its evaluation of surface requires undersampling by profiles
extraction.
.

Table A.6
Comparison between fractography anomaly size (

√

area), and the estimated size by
CSI-SF, 𝜇-XCT-Sf and stylus in terms of the 50% percentile with 95% confidence bands

Series Fracto −𝑅𝑝𝑚 CSI-SF 𝜇-XCT-SF Stylus

H 88.3 ± 9.5 129.7 ± 6.7 128.1 ± 15.6 39.2 ± 3.0
U 91.9 ± 13.5 100.5 ± 5.7 86.6 ± 6.5 51.2 ± 3.5
V 181.6 ± 17.9 143.8 ± 6.0 113.2 ± 4.2 56.8 ± 2.0
D 402.5 ± 48.2 342.1 ± 17.0 283.2 ± 19.8 161.1 ± 15.0
𝐻𝑛𝑐 113.0 ± 15.0 136.8 ± 9.2 133.9 ± 3.8 40.6 ± 3.5
𝐷𝑛𝑐 557.2 ± 53.3 480.9 ± 22.5 406.4 ± 30.2 153.0 ± 5.0
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